
Enhancing Imitation Learningwith XR-Based Gaze and GestureTracking
Description
Gaze and gesture tracking play key roles in robot and imitation learning by reveal-ing human intentions, attention, and decision-making cues [3]. These signals oftenhighlight task-relevant objects and spatial relationships, helping robots better in-terpret context and prioritize actions. Incorporating them enables more adaptivelearning models that mimic human strategies with improved accuracy and effec-tiveness. XR headsets support real-time gaze and gesture tracking in immersiveenvironments, enabling naturalistic data collection in dynamic settings without re-stricting movement. In this project, we aim to advance the use of gaze and ges-ture as key modalities for improving robot manipulation. Rather than treating themsolely as data sources, we focus on leveraging them for real-time intent recognitionand feedback-driven correction during long-horizon tasks. By integrating these sig-nals into the robot’s perceptual and decision-making pipeline, we aim to enhancethe interpretability, responsiveness, and adaptability of imitation learning models incomplex, dynamic environments.

Tasks
• Hardware & Software Framework: Using gaze tracking setups (XR and visionbased), develop a pipeline to generate a task-relevant efficient dataset.• Gaze and gesture -Informed Demonstrations: Collect manipulation demon-strations using the IRIS framework [2], with integrated gaze and hand-trackingsignals to inform task intent and attention dynamics [2].• Policy Training and Evaluation: Design the architecture to integrate intentdetection and feedback-based correction for SOTA methods [4], [1] on thisdataset and Evaluate results in real world setting.References
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